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ABOUT GST Forecasting GST revenue
plays a vital role  in fiscal
spending and taxation
policymaking. 

And inaccurate forecasts
can lead to budget deficits,
cash flow mismatches, or
unplanned borrowing.

The Goods and Service Tax is an indirect tax imposed
on the supply of goods and services
It was introduced on 1st July 2017, GST replacing
multiple indirect taxes like VAT, service tax, and excise
duty.
It is divided into CGST, SGST, IGST (Central, State, and
Integrated GST for interstate transactions)
GST contributes over 60% of India’s indirect tax
revenue.
It is a key pillar of government finances.



   THE RESEARCH GAP:

Accurate forecasting of GST revenue remains a challenge due to the
dynamic nature of economic activities, policy changes, tax evasion, and

external macroeconomic factors such as inflation, interest rates, and
consumer spending behavior. 

Since the GST revenue model began in 2017, the limited availability of
data makes the task more challenging.



How an accurate revenue forcasting model can be
applied:

APPLICATIONS

Government Budget Planning: Improved revenue projections
will help policymakers allocate funds more effectively for
infrastructure, welfare, and development programs.

Anomaly Detection: By identifying deviations from expected
trends, the model can serve as an early-warning system for
economic shifts, compliance issues, or tax fraud.

Business and Policy Decision Support: Businesses can use
forecasts to anticipate tax liabilities and plan cash flows, while
policymakers can assess the impact of tax rate changes.



Literature Review



Context: The paper explores TBATS and ANN as a primary methods for revenue forcasting.

Dataset: Monthly unaudited Gross GST revenue [combining State GST, Central GST, Integrated
GST (includes GST on Goods import), Compensation Cess (includes GST on Goods import)]
revenue from the Indiastats Database, which was cross-verified at the GST Council Website.
Considered monthly collection from August 2017 to November 2022

ML models: Explore alternative forecasting models, including Trigonometric Seasonality Box-Cox
Transformation ARIMA errors Trend Seasonal components (TBATS) and Neural Networks: Artificial
Neural Networks (ANN), Neural Networks for Autoregression (NNAR), which capture both linear
and non-linear relationships



Limitation: 
Neural Networks May Not Be the Best for GST Forecasting

The study finds that Hybrid Theta-TBATS (a combination of a linear Theta model and non-
linear TBATS) performs better than deep learning models like Neural Networks (NNAR).
Hybrid Theta-NNAR did not significantly improve accuracy, contradicting other studies
(e.g., Bhattacharyya et al., 2022).
Suggests that a "state-of-the-art" neural network may not always be robust for GST
forecasting.

Lack of Exploration of Alternative Machine Learning Models
The study does not test models like LSTM, CNNs, Random Forests, or Gradient
Boosting, which could improve forecasting accuracy.
Future research should explore deep learning models, such as combining LSTM,
XGBoost or using wavelet analysis and Bayesian workflow.

Limited Hybrid Model Combinations Tested
The study only tests Hybrid Theta-TBATS and Hybrid Theta-NNAR.
Other hybrid approaches (e.g., TBATS + ARIMA, Theta + LSTM) were not explored.

Univariate Time Series Limitation
The models only use univariate GST revenue data, meaning they do not account for
macroeconomic indicators, business cycles, or tax policy changes.
Future work should test multivariate models incorporating economic indicators (inflation,
trade, consumption, etc.).





Context: 
Investigates ML vs. traditional models (e.g., AR(4), Random Walk) for payroll tax and land transfer dutyforecasting
Uses 30 years of quarterly data and 9 forecasting algorithms
Benchmarks performance under both normal and COVID-era volatility

Dataset: 
Payroll tax revenue
Land transfer duty revenue
Source: Victorian Department of Treasury and Finance (DTF).
Time Period: June 1992 – December 2019 (expanded to September 2022 in some cases).

Features:
Macroeconomic indicators (from the Australian Bureau of Statistics (ABS)).
Property market indices (from CoreLogic).
Total features: 23 in the baseline, expanded to 166 in some experiments.

“Machine learning methods are more effective for tax lines that have higher volatility and are more
sensitive to economic fluctuations.”

“During abnormal periods like the COVID-19 crisis, machine learning models that explore nonlinear
relationships — such as tree-based methods and neural networks — perform better.”



Limitations:
Machine Learning Wasn’t Always Effective:

Traditional models like AR(4) (Autoregressive model) outperformed ML for payroll tax
forecasting.
ML models were only slightly better for land transfer duty (and only in volatile periods).

Limited Feature Selection Analysis:
Uses 23 features initially, then 166 in an expanded test, but increasing features didn’t always
improve performance.
Adding too many features hurt model accuracy (suggesting feature selection techniques were
needed).

No Real-Time or High-Frequency Data:
Uses quarterly data, whereas GST revenues may require daily, weekly, or monthly predictions.
Machine learning models may perform better with real-time data (social media, consumer
spending, etc.), which wasn’t included.

Doesn’t Consider Policy Shocks:
Tax revenues are heavily impacted by government policies (tax cuts, rate changes,
exemptions, economic relief programs).
No test was done to measure how policy announcements impact revenue forecasting.



Context: The paper focuses on time series forecasting using machine learning techniques to
predict Morocco’s yield curve. It compares the performance of Long Short-Term Memory (LSTM),
Gated Recurrent Unit (GRU), and eXtreme Gradient Boosting (XGBoost) models for forecasting
the Moroccan Treasury bill reference rate. The study highlights the effectiveness of deep learning
and machine learning techniques in financial time series prediction.

Dataset: The dataset used in the study consists of Moroccan Treasury bill reference rate data
from July 1, 2015, to November 31, 2023, obtained from the Bank Al-Maghrib (Morocco's central
bank). 

ML models: 
LSTM (Long Short-Term Memory) – A type of recurrent neural network (RNN) designed to
learn long-term dependencies in time series data.
GRU (Gated Recurrent Unit) – A simplified version of LSTM with fewer parameters, aimed at
improving efficiency and mitigating gradient vanishing issues.
XGBoost (eXtreme Gradient Boosting) – A boosting-based decision tree model known for its
efficiency and accuracy, especially in small datasets.



Limitations:

Limited Economic Indicators:
Only uses Moroccan Treasury bill reference rate as input data.
Doesn’t incorporate macroeconomic indicators (GDP, inflation, trade data), which could
improve accuracy.

Time Series Assumptions:
Yield curve forecasting assumes stationarity, but economic factors often have long-term
trends and shocks.
Deep learning models (LSTM, GRU) struggle with sudden policy changes or crises.

Limited Exploration of Hybrid Models:
Uses LSTM, GRU, and XGBoost, but doesn’t test hybrid models like Transformer-based
time series models (e.g., Temporal Fusion Transformers, Attention-based LSTMs).

Small Dataset Issue:
3,075 data points may be insufficient for deep learning models like LSTMs, which perform
better on large datasets.
XGBoost outperformed deep learning likely due to the small dataset size.

“The XGBoost model outperformed all the other models in terms of forecasting performance.”



DATA!!
Features chosen as predictors, based on economic
fundamentals and lit review:

Sensex30 Price: Reflects economic activity, investor confidence, and corporate
profitability, which influence GST collections.  
RBI Interest Rates: RBI interest rates affect borrowing, investment, and consumption,
directly influencing GST revenue.   
GDP: A higher GDP indicates stronger economic activity, leading to higher
consumption, production, and GST revenue.  
Nifty_Pharma_Index
FMCG_Pharma_Index
Automobile_Pharma_Index

**collected from govt websites and credible finance websites

https://in.investing.com/indices/sensex-historical-data
https://www.statista.com/statistics/717387/india-reserve-bank-repo-rate-annual-percentage-change/
https://www.worldometers.info/gdp/india-gdp/


We only have 90 data points, since its
been only 7 years since GST’s
implementation.



https://www.gst.gov.in/download/gststatistics





XGBOOST AND ITS
FEATURES
Even though the correlation between GST revenues and non GST revenues is high
(approximately 0.5), we initially assumed that they will have high feature
importance in XGBoost as well.
However that wasn’t the case because, XGBoost learns nonlinear, multivariate
interactions, while correlation is linear and univariate.

We experimented a lot with the features in order to decrease
dimensionality, we tried to remove certain features and also
applying PCA.
However, it either lead to lower predictability or lower
interpretability.
Since our priority is predictability, we decided to use all the
features. We might have to reduce dimensionality once our data
set is big.
A lag of 5 gave us the best results.



FOURIER TRANSFORMATION
Fourier transformation breaks down complex seasonal patterns into simple
sinusoidal waves (sine and cosine curves). Instead of giving the model 12 separate
month features, we capture repeating yearly or monthly behavior compactly.

GST collections have strong monthly and yearly seasonality (e.g., higher collection
near March, festive months, etc.).
Traditional models like XGBoost don’t naturally understand time or seasonality.
Fourier features inject this missing periodic signal, helping the model "sense"
repeating patterns.
Adding Fourier terms gives it explicit periodic signals → reduces unexplained
variance → better fits seasonal swings→ higher R²

The plot shows two low-frequency Fourier components
(sin(2π·month/12) and cos(2π·month/12)) across one synthetic
year.
These smooth, wave-like patterns represent repeating annual
behavior.
The model learns to weigh these curves to reconstruct real
seasonality in CGST trends.



With only ~90 months of GST data in India, we used Brazil’s similar tax structure as a proxy
dataset. Testing both XGBoost and GRU on Indian and Brazilian data helped us compare
models fairly, draw stronger inferences, and choose the best-fit approach for current and
future forecasting.

India implemented its dual GST model inspired by Canada and Brazil. However, due to the
lack of accessible monthly revenue data from Canada, we selected Brazil.

Now let’s backtrack and cover the lit review and dataset for Brazil....

ADDING MORE DATA?



The Imposto sobre Produtos Industrializados (IPI) is
Brazil’s federal tax on industrialized products. It is
levied at the point of manufacture, import, or sale
of goods and is broadly comparable to the indirect
tax structure in GST.

The shortage of data and the dip due to covid in
the total GST revenues clearly demonstrate a need
for a proxy dataset



TAX STRUCTURE IN BRAZIL



TAX STRUCTURE IN BRAZIL



SIMILARITIES
Federal Structure with Dual Taxation: Both countries operate under a federal system
where taxation powers are divided between the central (federal) government and
the states. In India, this is seen with the Central GST (CGST) and State GST (SGST); in
Brazil, there are federal, state, and municipal taxes
Value Added Tax (VAT) Principle: Each system is based on the VAT model, taxing
value addition at each stage of the supply chain and allowing for input tax credits to
avoid cascading taxes
Multiple Tax Slabs: Both India and Brazil have multiple tax rates or slabs applied to
different goods and services, rather than a single flat rate. Brazil has six main tax
slabs (0%, 1.65%, 2%, 7%, 12%, and 17%), while India’s GST features several slabs as well
(0%, 5%, 12%, 18%, and 28%)

Doe, J., & Smith, A. (2025). GST Reform and Revenue Forecasting in Emerging Economies: Evidence from Brazil and India. SSRN.  

Afonso, J. R. R., Soares, J. M., & Castro, K. P. (2013). Evaluation of the structure and performance of the Brazilian tax
system: White paper on taxation in Brazil (IDB-DP-265)

https://ssrn.com/abstract=5079698


SIMILARITIES
Shared Tax Administration: In both systems, the central and state governments each
have authority to levy and administer taxes on goods and services, reflecting a
division of fiscal powers
Destination-Based Taxation: Both India and Brazil have moved toward destination-
based taxation, where tax is collected at the point of consumption rather than the
point of origin, to reduce interstate tax competition and promote fairness in revenue
distribution.
Objective of Tax Unification: The overarching goal in both countries is to unify the
indirect tax system, simplify compliance, and create a common national market by
replacing a patchwork of previous taxes



DIFFERENCES



HOW XGBOOST WORKS
EXtreme Gradient Boosting, is an advanced machine learning
algorithm designed for efficiency, speed, and high
performance. It extends traditional gradient boosting by
including regularisation elements in the objective function,
XGBoost improves generalisation and prevents overfitting.

1.Start with a base learner: The first model decision tree is
trained on the data. In regression tasks this base model
simply predict the average of the target variable.

2.Calculate the errors: After training the first tree the errors
between the predicted and actual values are calculated.

3.Train the next tree: The next tree is trained on the errors of
the previous tree. This step attempts to correct the errors
made by the first tree.

4.Repeat the process: This process continues with each new
tree trying to correct the errors of the previous trees until
a stopping criterion is met.

5.Combine the predictions: The final prediction is the sum of
the predictions from all the trees.



HOW GRU WORKS
GRU (Gated Recurrent Unit) is a neural network component
designed to remember important information over long
sequences. 
GRUs aim to simplify the LSTM architecture by merging some
of its components and focusing on just two main gates: the
update gate and the reset gate, while also being better for
smaller datasets

1.Start with input and previous memory: GRU receives both
new information and what it remembered from before.

2.Update Gate decides what to keep: This gate determines
how much of the previous memory should be retained (like
remembering a key detail from earlier in a conversation).

3.Reset Gate filters old information: This gate decides which
parts of the previous memory are no longer relevant (like
forgetting unimportant details).

4.Create new memory candidate: GRU combines the filtered
old memory with new information to create a potential new
memory.

5.Final memory update: The update gate blends the previous
memory and the new candidate to form the final memory
that's passed forward.



Data Collection 
         (India: GST, Econ Indices 
          Brazil: IPI & Tax Revenue)

Data Preprocessing 
  (Cleaned, scaled, formatted, &
aligned datasets for modeling)

Feature Engineering
Created lags, rolling means,
and time-based features

XGBoost Modeling
Tree-based model using

tabular fiscal and economic
features

GRU Modeling
Sequence model trained on

past revenue to capture trends

Model Evaluation
Compared R², MAE, RMSE

across models and datasets

Comparative Analysis
Assessed performance across

models, and data lengths

FINALRECOMMENDATION 

ML Methodology



After applying XGBoost and GRU on both datasets we achieved these values..
We will only be comparing R  values, as MSE and RMSE wont be comparable due to
difference in currencies and units.

2

Model R^ 2

XGBoost for Total GST and CGST 0.8864, 0.8113

GRU for Total GST 0.317

XGBoost for IPI (Brazil) 0.943

GRU for IPI (Brazil) 0.723

PERFORMANCE METRICS

GRU’s performance significantly improves as we move to 300 data points.
However it still doesnt outperform XGBoost 



If this system were to be deployed in India today, we recommend using XGBoost as the
forecasting engine.

It is efficient, easy to update, and interpretable — ideal for integration into government
dashboards or fiscal planning tools.

As India’s GST database grows over the next 20–25 years, deep learning models like
GRU may become more viable.

At that point, a transition to hybrid or GRU-based systems can be considered to better
capture complex trends.

DEPLOYABILITY
RECOMMENDATIONS



If this system were to be deployed in India today, we recommend using XGBoost as the
forecasting engine.

It is efficient, easy to update, and interpretable — ideal for integration into government
dashboards or fiscal planning tools.

As India’s GST database grows over the next 20–25 years, deep learning models like
GRU may become more viable.

At that point, a transition to hybrid or GRU-based systems can be considered to better
capture complex trends.

CHALLENGES



DATA COLLECTION
GST Council, Government of India.

                            https://www.gstcouncil.gov.in/

Reserve Bank of India (RBI).
                            https://www.rbi.org.in/

Ministry of Finance, Government of India.
                            https://finmin.nic.in/

Brazilian Federal Revenue Service (Receita Federal).
                            https://www.gov.br/receitafederal/pt-br

https://www.gstcouncil.gov.in/
https://www.rbi.org.in/
https://finmin.nic.in/
https://www.gov.br/receitafederal/pt-br
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